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Theme I. Three Generations of Knowledge Graphs

1. Entity-Based KGs 2. Text-Rich KGs 3. Media-Rich 
Time-Based KGs

Google Generic KGs Amazon Product KGs Personal KGs



Theme II. The Recipe from Innovation to Practice

Feasibility Quality Repeatability Scalability Ubiquity

A prototype, 
an experiment, 

to show it is 
possible

Production 
quality, 

E2E MVP 
experiences

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Significant cost 
reduction for

scale ups

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 



From Roofshots to Moonshots

Feasibility Quality Repeatability Scalability Ubiquity

Roofshots Moonshots



Generation #1: Entity-Based 
Knowledge Graphs
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Entity-Based KGs

Characteristics of Entity-Based KGs
● Ontology (types, relationships) manually defined w. clear semantics 
● Entities are named-entities, w. no overlap

Crazy Idea
Create a graph of entities and relationships to represent the world 



Transforming Wikipedia to A Knowledge Graph

Feasibility

A prototype, 
an experiment, 

to show it is 
possible

mid128
name

 “Taylor Alison Swift”

 “Taylor Swift”

name

 12/13/1989birth_date

First pot of gold: Transform Wikipedia 
Infoboxes to knowledge entities and 
relationships



Transforming Wikipedia to A Knowledge Graph

Quality

Production 
quality, 

E2E MVP 
experiences

High quality of Wikipedia data guarantees production 
quality. Common practice in industry

Well-known Examples:

Fabian M. Suchanek, Gjergji Kasneci, Gerhard Weikum. Yago: A core of semantic knowledge. WWW, 2007.



Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Integrating Data from Different Sources

Are they the same person? → Entity Linkage
Are “Born” and “date of birth” the same? → Schema Alignment
Why “May 14, 1982” vs “7 November 1983”? → Data fusion

Heterogeneity, Heterogeneity, Heterogeneity

Tools for more data sources, long-tail domains



Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Integrating Data from Different Sources
Biggest Challenge: Entity Linkage



Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Integrating Data from Different Sources

Zhu et al., Collective multi-type entity alignment between knowledge graphs, WebConf 2020. 
Zhang et al., AutoBlock: A hands-off blocking framework for entity matching, WSDM 2020. 
Zhang et al., OpenKI: Integrating open information extraction and knowledge bases with relation inference, NAACL 2019. 
Trivedi et al., LinkNBed: Multi-Graph representation learning with entity linkage, ACL 2018. 

Biggest Challenge: Entity Linkage



Extracting Data from Semi-Structured Websites

Scalability

Significant cost 
reduction for

scale ups

Two-stage extraction based on distant supervision
● Identify subject
● Identify (attribute, value) pairs

Lockard et al., Ceres: Distantly supervised relation extraction from the semi-structured web. VLDB, 2018. 



Extracting Data from Semi-Structured Websites

Scalability

Significant cost 
reduction for

scale ups

Latest progress: Extraction on 30+ long-tail movie websites

Lockard et al., Ceres: Distantly supervised relation extraction from the semi-structured web. VLDB, 2018. 
Lockard et al., OpenCeres: When open information extraction meets the semi-structured web. NAACL, 2019.  
Lockard et al., ZeroShotCeres: Zero-shot relation extraction from semi-structured webpages, ACL 2020. 

Production ready



Web Knowledge Extractions & Fusion

Solution: Extract knowledge from different types of web sources, and apply 
knowledge fusion to remove noises and generate probabilistic knowledge facts

Ubiquity

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 

Dong et al., Knowledge Vault: A Web-scale approach to probabilistic knowledge fusion. SIGKDD2014. 



Web Knowledge Extractions & Integration
Why NOT in Google Knowledge Graph?

● Didn’t reach production quality
○ Accuracy=0.7 is far less than the 

production requirement (Accuracy=0.99)

● Didn’t find an E2E MVP experience
○ The 0.3B facts (vs. 70B in KG) are very 

“long-tail” to support meaningful use cases

● But underlying techs applied in long-tail 
knowledge collection etc.

Ubiquity

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 

Dong et al., From data fusion to knowledge fusion. PVLDB2014. 
Dong et al., Knowledge Vault: A Web-scale approach to probabilistic knowledge fusion. SIGKDD2014. 
Dong et al., Knowledge-based trust: Estimating the trustworthiness of web sources. PVLDB2015. 



Entity-Based KG Summary
Crazy idea: A graph of entities and relationships to represent the world

Main challenges: Heterogeneous data everywhere

Framework: 

Crazy idea not successful yet: Web-scale Extraction & Fusion



What About the Product Domain?

Ubiquity

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 

Can we do the same for products?



Generation #2: Text-Rich 
Knowledge Graphs



Text-Rich KG Example

Taxonomy



Text-Rich KGs

Characteristics of Text-Rich KGs
● Ontology (types, relationships) very complex with overlaps and 

ambiguities; E.g., millions of product types

● Entities may not be named-entities, such as products
E.g., “Onus 2 Colors Highlighter Stick, Shimmer Cream Powder Waterproof Light Face 
Cosmetics, creamy Self Sharpening Crayon STick Highlighter” vs. “Xin Luna Dong”

● Attribute values are oftentimes texts, with overlaps and ambiguities
E.g., “Coffee” vs “Cappuccino” as icecream flavors

Crazy Idea: 
Finding structure and modeling ambiguity from text sources



Use Case I: Providing Information



Use Case II: Providing Choices



Use Case III: Improving Search



Use Case III: Improving Search



Use Case III: Improving Search



Use Case IV: Improving Recommendation

AMAZON CONFIDENTIAL



Do We Need Different Techniques?

Different challenges: Unstructured and Noisy product data



AutoKnow: Self-Driving Product Knowledge Collection

Product Type Flavor Color

Product 1 Snacks Cherry

Product 2 Candy ? ?

Product 3 Candy Choc. Gold

AutoKnow
User logs

Grocery

Snacks Drinks

Candy

Product 
KG Grocery

Snacks Drinks

CandyPretzels

Catalog

Taxonomy

Prod. 1 Prod. 2

Gold

color

Prod. 3

CoffeeCappuccino
synonym

flavor flavor

hasType

Dong et al., AutoKnow: Self-driving knowledge collection for products of thousands of types, SigKDD, 2020.



Product Type Flavor Color

Product 1 Snacks Cherry

Product 2 Candy ? ?

Product 3 Candy Choc. Gold

AutoKnow
User logs

Grocery

Snacks Drinks

Candy

Catalog
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Dong et al., AutoKnow: Self-driving knowledge collection for products of thousands of types, SigKDD, 2020.

AutoKnow: Self-Driving Product Knowledge Collection
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Extracting Product Attribute Values

Feasibility

A prototype, 
an experiment, 

to show it is 
possible



Bill Gates founded Microsoft in 1975.

isFounder

Generic Knowledge Extraction



Generic KE v.s. Product-Specific KE

         

                                                                                                                        

Bill Gates founded Microsoft in 1975.

Subject is given

Objects are often not 
entities

Solution: OpenTag—
Applying deep tagging to 
identify structured attributes 
from product titles, 
descriptions, and bullets 

Zheng et al., OpenTag: Open attribute value extraction from product profiles, KDD 2018.



OpenTag Extraction from Product Profiles



Bi-LSTM

Attention

CRF

Word Embedding
Captures semantics of 

each token

Captures 
sequence info

Identifies important terms 
leading to attribute values

Captures correlations 
between BIOE tags

OpenTag Extraction from Product Profiles

Zheng et al., OpenTag: Open attribute value extraction from product profiles, KDD 2018.



Unknown
values

Random
values

BiLSTM+CRF+Attention obtains best results
Extraction on new values is comparable 

to already known values

Zheng et al., OpenTag: Open attribute value extraction from product profiles, KDD 2018.

OpenTag Extraction from Product Profiles



Building a Product Knowledge Extraction Pipeline

Quality

Production 
quality, 

E2E MVP 
experiences

Understand domain 
and attributes, and 
generate LOTS OF 
training data

Postprocess 
extraction results 
to further 
improve data 
quality

Pre-publish evaluation as 
gatekeeper to guarantee 
high quality data

OpenTag

Train and fine-tune models

Quality goal: 90% accuracy for product attributes



Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Understand domain 
and attributes, and 
generate LOTS OF 
training data

Postprocess 
extraction results 
to further 
improve data 
quality

Pre-publish evaluation as 
gatekeeper to guarantee 
high quality data

OpenTag

Train and fine-tune models

Building a Product Knowledge Extraction Pipeline



Postprocess 
extraction results 
to further 
improve data 
quality

Pre-publish evaluation as 
gatekeeper to guarantee 
high quality data

OpenTag

Train and fine-tune models

Automatic 
Training Data 
Generation

Weak Learning

Benchmarking

Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Building a Product Knowledge Extraction Pipeline



Postprocess 
extraction results 
to further 
improve data 
quality

Pre-publish evaluation as 
gatekeeper to guarantee 
high quality data

OpenTag

Train and fine-tune models

Automatic 
Training Data 
Generation

Benchmarking

Deep Learning
Data Cleaning

Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Weak Learning

Building a Product Knowledge Extraction Pipeline



Postprocess 
extraction results 
to further 
improve data 
quality

OpenTag

Train and fine-tune models

Automatic 
Training Data 
Generation

Benchmarking

Deep Learning
Data Cleaning

Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Weak Learning

Scale-up pre-publish 
evaluation w. lower 
labeling needs

Building a Product Knowledge Extraction Pipeline



OpenTag

Automatic 
Training Data 
Generation

Deep Learning
Data Cleaning

AutoML

Repeatability

E2E pipelines, 
automations to 

allow for 
extensions to 
more domains 

Weak Learning

Scale-up pre-publish 
evaluation w. lower 
labeling needs

Benchmarking

Building a Product Knowledge Extraction Pipeline



Wang et al., Automatic validation of textual attribute values in eCommerce Catalog by learning with limited labeled data, 
KDD’20

Transformer-Based Anomaly Detection



Transformer-Based Anomaly Detection

Is the flavor “Pink”?

Wang et al., Automatic validation of textual attribute values in eCommerce Catalog by learning with limited labeled data, 
KDD’20



Wang et al., Automatic validation of textual attribute values in eCommerce Catalog by learning with limited labeled data, 
KDD’20

Transformer-Based Anomaly Detection



Wang et al., Automatic validation of textual attribute values in eCommerce Catalog by learning with limited labeled data, 
KDD’20

Category as input for model 
training

Transformer-Based Anomaly Detection



❑Identify 1.77MM incorrect values for Flavor and Scent 
for Consumables with 90% precision

Product Attr Value

Love of Candy Bulk Candy - Pink Mint Chocolate Lentils - 6lb Bag Flavor Pink

Scott's Cakes Dark Chocolate Fruit & Nut Cream Filling Candies with 
Burgandy Foils in a 1 Pound Snowflake Box

Flavor 1 lb. snowflake box

Lucky Baby - Baby Blanket Envelope Swaddle Winter Wrap Coral Fleece 
Newborn Blanket Sleeper Infant Stroller Wrap Toddlers Baby Sleeping Bag 
(color 1)

Flavor color 1

ASUTRA Himalayan Sea Salt Body Scrub Exfoliator + Body Brush (Vitamin 
C), 12 oz | Ultra Hydrating, Gentle, Moisturizing | All Natural & Organic 
Jojoba, Sweet Almond, Argan Oils

Scent
vitamin c body scrub - 12oz & 

body brush

Folgers Simply Smooth Ground Coffee, 2 Count (Medium Roast), 31.1 
Ounce

Scent
2Packages (Breakfast Blend, 

31.1 oz)

Transformer-Based Anomaly Detection



Scalability

Significant cost 
reduction for

scale ups

Thousands of attributes

Millions of categories

Hundreds of languages Solution: One-size-fits-all models 

Scaling Up Product Knowledge Extraction

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.
Yan et al., AdaTag: Multi-Attribute Value Extraction from Product Profiles with Adaptive Decoding, ACL 2021.



Scaling Up for Millions of Categories
Option 1. Train a single model?  Train/Test Distribution shift -> Invalid predictions



Scaling Up for Millions of Categories
Option 1. Train a single model?  Train/Test Distribution shift -> Invalid predictions

Store/orchestrate 100K+ OpenTag 
models

Option 2. Train a model for each category?

Most categories 
are very sparse

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.



Scaling Up for Millions of Categories

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.

Scalability

Significant cost 
reduction for

scale ups



Scaling Up for Millions of Categories

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.

Scalability

Significant cost 
reduction for

scale ups

Attention conditioned on 
category representation



Scaling Up for Millions of Categories

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.

Scalability

Significant cost 
reduction for

scale ups

Multi-task
Learning



Scaling Up for Millions of Categories

Karamanolakis et al., TXtract: Taxonomy-aware knowledge extraction for thousands of product categories, ACL 2020.

❑Train one model on 4K categories, and improve state-of-the-art by 10.4% in 
F1, and by 11.7% in coverage



Product Knowl. Extraction from Broader Sources

Ubiquity

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 

Product knowledge extraction from images, reviews, etc. 

Lin et al., PAM: Understanding product images in cross product category attribute extraction, KDD 2021.



Product Knowl. Extraction from Broader Sources

Ubiquity

High coverage, 
long-tail use cases, 

assumption 
removal, to next 

cycle of inventions 

Lin et al., PAM: Understanding product images in cross product category attribute extraction, KDD 2021.

Text still plays the 
most important roleMulti-modal knowledge extraction



Text-Rich KG Summary
Crazy idea: Finding structure and modeling ambiguity from text-rich sources

Main challenges: Sparse & Noisy structured data everywhere

Framework: 

Unmentioned crazy idea: Automatic taxonomy extraction & construction
Mao et al., Octet: Online catalog taxonomy enrichment with self-supervision. SigKDD, 2020.
Zhang et al., Minimally supervised structure-rich text categorization via learning on text-rich networks.
Zhang et al., OA-Mine: Open-World attribute mining for e-Commerce products with weak supervision. Webconf, 2022



Generation #3: Media-Rich 
Time-Based KGs



Respond to commands
“Hey Siri, set a timer to 7pm”

“Ok, added to today’s reminders”

Background: Virtual Intelligent Assistant



Control devices
“Hey Alexa, turn off bedroom lights”

Background: Virtual Intelligent Assistant



Provide information
“Hey, Google, when did winter start?”

“Winter started on Wed, December 21”

Background: Virtual Intelligent Assistant



Ray-Ban Stories

“Hey Facebook, take a picture” 
--capture moments hands-free
“Hey Facebook”--call friends on 
Messenger, manage device 
settings, and more. 

Meta’s Assistant
Empowering connection to people and experiences in your life

Meta Quest 2

“Hey Facebook” (double press the 
button on your controller)
“Who’s online?”--meet up with 
friends
“Open Beat Saber”--jump straight 
in the game, and more. 



What is An Ideal Virtual Intelligent Assistant?

An intelligent assistant should be an agent that knows you and the 

world, can receive your requests or predict your needs, and 

provide you the right services at the right time with your 

permission.



What is An Ideal Virtual Intelligent Assistant?

An intelligent assistant should be an agent that knows you and the 

world, can receive your requests or predict your needs, and 

provide you the right services at the right time with your 

permission.

Personal KGsPublic KGs



Evolution of Intelligent Assistant
Chatbot
Text input

Voice Asst
Voice input

AR/VR Asst
Voice + Visual + Context



What Is Different for An AR/VR Assistant?
You wear it everywhere

May not have connection

You see through it

You wear for a long time



From Voice-Only to Multi-Modal

“How tall is Empire State Building?” “What’s the name of this building 
and how tall is it?”



From Context-Agnostic to Context-Aware

“Show my shopping list” “Remember to buy apples and bananas 
at the grocery store around the corner”



From Reactive to Proactive (Recommendation!)

“What’s the weather today?” “Today is sunny, 70 degree. Would you 
like to play your favorite morning music?”



From Server-Side to On-Device



Two Sides of One Coin (1):
Great Vehicle for Life Recording

MEMEX (MEMory & EXpansion) 
                 by Vannevar Bush (1945)



Two Sides of One Coin (2):
Great Vehicle for Personal Assistant Recommendation

Reactive conversational
recommendation

Proactive service
recommendation

Personal knowledge
(preferences, routines, etc.)



Memoir

Personal KG and Memovoir

Media 
Snippets

Texts

Personal 
KG

Embeddings
Indices

Personal Memovoir

Utility

Where did I put my key?

I must have seen this 

lady before but when 

and where?

Inspiration

At Lyon you can visit 
the statue of 
Saint-Exupéry with the 
Little Prince by his side. 
You read that book in 
2018 and loved it.



Time-Based KGs & Media-Rich Memovoir

Characteristics of a Personal KG & Memovoir
● Rich audio/video, associated w. time, location, etc.
● Modeling

○ entities at an abstract level; e.g., latte art coffee (from different stores), 
my key for front door 

○ activities; e.g., dancing, watching ballet
● Historical–each activity is associated with a timestamp

Crazy Idea
Trace and abstract one’s life from rich audios/videos, and use it for life 
experience Q&A, life journal creation, and life recommendation.



Research Problems for Personal KG and Memovoir
● How to record one’s life with hardware (memory, battery) constraints?
● How to extract personal knowledge from the recordings?
● What is the best frequency, granularity, and domain richness to capture 

one’s life?
● How to leverage the Personal KG and Memovoir for utility, memoir, and 

inspiration applications?
● How to leverage Personal KGs to best understand contexts?
● How to combine public and personal KGs for context-aware 

recommendation?



Take-Aways I. 3 Generations of KGs

1. Entity-Based KGs 2. Text-Rich KGs 3. Media-Rich 
Time-Based KGs

Resolving 
heterogeneity with 
entity linkage and web 
knowledge extraction

Extractions and 
cleanings from sparse 
and noisy source data, 
and handling 
semantics ambiguities

Many new challenges 
for knowledge 
collection and 
applications



Take-Away 2. From Roofshots to Moonshots

Feasibility Quality Repeatability Scalability Ubiquity

Roofshots Moonshots



Shameless Advertisements
Book (2021) Two benchmark datasets 

● DI2KG Challenge: 

http://di2kg.dia.uniroma3.it/

#challenge 
● Extended SWDE benchmark: 

https://homes.cs.washington

.edu/lockardc/expanded_sw

de.html 

http://di2kg.dia.uniroma3.it/#challenge
http://di2kg.dia.uniroma3.it/#challenge
https://homes.cs.washington.edu/lockardc/expanded_swde.html
https://homes.cs.washington.edu/lockardc/expanded_swde.html
https://homes.cs.washington.edu/lockardc/expanded_swde.html


Thank You 

Q&A?


