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a strict social structuralism

need to introduce  
culture directly into SNA

- long tradition in SNA 
« membership networks »  
(Breiger 1974) 
- bipartite connection  

between social and 
semantic entities 

- various operationalizations 
Carley 1986 
Leenders 1997, Snijders et al 2007 
Lazega & Pattison 1999 
Wang et al 2003 
Basov & Brennecke 2017 

- yet still a relevant call 
(Ferguson et al. 2017)
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- circular maps

semantic graphs in social science

Callon, Courtial, 
Turner, Bauin, 1983

Rip, Courtial, 1984
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- up to a...meta-matrix

Butts, Carley, 
Krackhardt, Ren, 2001
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 Figure 1. Example of a Conversation Map

 network computed by the Conversation Map system after the system was run on two

 weeks' (16 April 1999-4 May 1999) worth of messages (over 1,200 messages from
 about 260 participants) from a Usenet newsgroup devoted to a discussion of the situ-

 ation in Kosovo (soc.culture.albanian). The archives of this newsgroup are a matter of

 public record and can be accessed at various publicly accessible Usenet archives,
 such as www.deja.com.
 In Figure 2 the social network is displayed with all of the names turned off so that

 the overall shape of the network can be seen. Note that there are certain "hubs" in the

 social network. These hubs represent participants who post many messages but who
 also receive many responses to their messages. They are virtual moderators of a sort

 for the newsgroup even though the group depicted has no official moderators. If one

 wants to select a part of the network, a node (representing a particular participant) can

 be clicked on. When this is done, every other participant who has reciprocated replies

 or quotes with the selected participant is shown and the rest of the social network
 disappears.
 Performing a citation analysis produces social networks (like the one shown above),

 but it also allows another interface feature to be implemented as well. Once quota-
 tions and their sources have been identified, messages in the archive can be hyperlinked

 so that clicking on a quote in a message opens a window containing the text of the

 cited message. Within the Conversation Map system one can move between mes-
 sages by clicking on quotations.
 Although the metric who-cites-whom is more sensitive than the simpler metric of

 who-responds-to-whom, one can imagine an increasingly sophisticated series of metrics

 based upon more and more sensitive readings of message-to-message linkages. For

This content downloaded from 195.182.134.80 on Wed, 04 Jul 2018 05:07:14 UTC
All use subject to http://about.jstor.org/terms



socio-semantic visualization
conversation maps

Sack, 2000
"Conversation Map: An 
Interface for Very Large-

Scale Conversations"

 CONVERSATION MAP: AN INTERFACE FOR VERY LARGE-SCALE CONVERSATIONS 77

 Figure 1. Example of a Conversation Map

 network computed by the Conversation Map system after the system was run on two

 weeks' (16 April 1999-4 May 1999) worth of messages (over 1,200 messages from
 about 260 participants) from a Usenet newsgroup devoted to a discussion of the situ-

 ation in Kosovo (soc.culture.albanian). The archives of this newsgroup are a matter of

 public record and can be accessed at various publicly accessible Usenet archives,
 such as www.deja.com.
 In Figure 2 the social network is displayed with all of the names turned off so that

 the overall shape of the network can be seen. Note that there are certain "hubs" in the

 social network. These hubs represent participants who post many messages but who
 also receive many responses to their messages. They are virtual moderators of a sort

 for the newsgroup even though the group depicted has no official moderators. If one

 wants to select a part of the network, a node (representing a particular participant) can

 be clicked on. When this is done, every other participant who has reciprocated replies

 or quotes with the selected participant is shown and the rest of the social network
 disappears.
 Performing a citation analysis produces social networks (like the one shown above),

 but it also allows another interface feature to be implemented as well. Once quota-
 tions and their sources have been identified, messages in the archive can be hyperlinked

 so that clicking on a quote in a message opens a window containing the text of the

 cited message. Within the Conversation Map system one can move between mes-
 sages by clicking on quotations.
 Although the metric who-cites-whom is more sensitive than the simpler metric of

 who-responds-to-whom, one can imagine an increasingly sophisticated series of metrics

 based upon more and more sensitive readings of message-to-message linkages. For

This content downloaded from 195.182.134.80 on Wed, 04 Jul 2018 05:07:14 UTC
All use subject to http://about.jstor.org/terms

 78 WARREN SACK

 Figure 2. Social Networks Showing Who Has Reciprocally Replied to or Cited Whom

 example, it is possible for me to implicitly cite the Shakespeare play about the two

 young lovers from feuding families without mentioning the name of the play. These

 sorts of more or less subtle linkages between texts and within texts are termed ties of

 cohesion in the terminology of systemic functional linguistics [19]. Although there

 has been some progress in the area of computational linguistics techniques for
 intertextual cohesion analysis (e.g., [1]), it is necessary to merge such an analysis with

 a social network computation in order to be able to label the links of the computed

 social network with the sorts of ties that characterize the relationships manifest among

 participants in a VLSC.

 As a first step in this direction a procedure for social cohesion analysis has been

 implemented in the Conversation Map system [38]. This procedure performs an analy-

 sis of lexical cohesion (cf., [23]) between messages and then overlays this informa-

 tion on top of the social network so that a rough approximation of the "theme" of the

 conversation that exists between posters can be detected. A step-by-step description

 of this procedure will be given later in the section entitled 'The Computation."

 In the upper middle panel of Figure 1, the results of the cohesion analysis of the

 Conversation Map system can be seen: The automatic analysis of social cohesion
 produces a menu of "discussion themes." If, for example, participant A mentioned the

 word "skiing" in a post that also quoted a part of a message from participant Β wherein
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 Figure 3. Semantic Network Showing Possible Metaphors or Definitions

 display in the Conversation Map interface contain terms that are used frequently

 as themes of discussion. This ordering criterion on the semantic networks ensures
 that the networks seen first are those that are formed by group discussion rather

 than, for example, the verbose postings of a single spammer. In short, information

 from the social networks and social cohesion computation is used to sort the set of

 semantic networks. So, the ordering criteria knit together the ideational, textual,

 and interpersonal dimensions of the VLSC interface rendered by the Conversation
 Map system.

 The profiles of the terms that appear in the semantic networks can be examined and

 compared by selecting one or more terms in the semantic network. For instance, if the

 terms "Serbs" and "people" are selected, a list of statements can be constructed like

 the one Lakoff and Johnson wrote for the TIME IS MONEY metaphor. If the list is

 restricted to only those verbs for which both "people" and "Serbs" appeared as a
 subject of the verb, then the resultant list looks like this:

 SERBS ARE PEOPLE (both terms appear one or more times as the subject of
 each of the following verbs): allow, be, destroy, die, do, drive, exist, flee, get,

 give, have, keep, know, lay, leave, live, make, need, pay, remember, tell, think,
 turn
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 Figure 4. A Message Thread

 In the Screenshot shown in Figure 1, the menu item labeled "North Atlantic Treaty

 Organization" in the menu of discussion themes has been selected. Links between

 two pairs of posters in the social network have been highlighted because those posters

 have reciprocally exchanged messages concerning NATO. Also, many threads in the

 archive are highlighted with a white border because NATO has appeared as a discus-

 sion theme in them. Note that a discussion theme might appear throughout the archive,

 but only link one or two pairs of posters. Linking two posters is a more involved
 requirement than simply linking two messages in a thread. The link joining two post-

 ers, A and B, in the social network is labeled with a discussion theme if and only if

 poster A has responded to poster Β concerning the theme and vice versa.

 A similar functionality allows one to explore the archive by clicking on nodes in
 the semantic network. Moreover, as discussed above, the semantic networks can be

 "unfolded" to reveal the features (i.e., verbs, adjectives, etc.) shared by two or more

 terms. When two nodes in the semantic network are highlighted, a window appears
 containing lists like the profile intersections for "Serbs" and "Albanians" discussed
 above.
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 sion theme in them. Note that a discussion theme might appear throughout the archive,

 but only link one or two pairs of posters. Linking two posters is a more involved
 requirement than simply linking two messages in a thread. The link joining two post-

 ers, A and B, in the social network is labeled with a discussion theme if and only if

 poster A has responded to poster Β concerning the theme and vice versa.

 A similar functionality allows one to explore the archive by clicking on nodes in
 the semantic network. Moreover, as discussed above, the semantic networks can be

 "unfolded" to reveal the features (i.e., verbs, adjectives, etc.) shared by two or more

 terms. When two nodes in the semantic network are highlighted, a window appears
 containing lists like the profile intersections for "Serbs" and "Albanians" discussed
 above.
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(a) Following (H=0.83) (b) Retweeting (H=0.90) (c) Mentioning (H=0.79)

Figure 1: Examples of online conversational practices on Twitter: Structures of the aggregate following, retweeting, and
mentioning networks of German politicians from 9 weeks before to 4 weeks after the federal election 2013. The vertices in
the networks correspond to user handles and are color-coded by party affiliation (colors given in Table 1). Arcs correspond to
following/retweeting/mentioning relationships and are colored by sender. Structural differences between different practices can
be observed: For example, homophily H effects are lower in the mentioning network (0.79) than in the following (0.83) and
retweeting (0.90) networks. CDU/CSU and FDP, which formed the last government coalition in Germany, are tightly knit in the
follow and retweet networks. The Pirates are largely decoupled from a relatively pluralistic mentioning space where all other
parties transact. The networks were laid out using the Kamada-Kawai algorithm.

ics of online conversational practices over time. Our work
is rooted in relational sociology, specifically in theoreti-
cal work that considers episodes of stability and change in
practice (Mohr and White 2008; White 2008; Fuhse 2009;
Padgett and Powell 2012). We are interested in making dif-
ferent aspects of online conversational practices, in particu-
lar cultural focus, - similarity, and - reproduction as well as
institutions and punctuations, amenable to quantitative mea-
surements. In doing so, we follow a deductive style of re-
search, deriving measures from a theoretical discussion of
sociological constructs. While this enables us to root our
measures in theory, it makes validation a challenging en-
deavour. To evaluate our approach nonetheless, we choose
to apply it to a particular case, i.e., to conversational prac-
tices of political parties on Twitter before, during, and after
the German federal election of September 22nd, 2013. This

enables us to generate insights into the practical utility of
our deductive approach in a real world scenario, as well as
into the conversational practices of the case itself.

Contributions: The contributions of our work are three-
fold: First, we present and discuss several sociological con-
structs related to conversational practices on a theoretical
level. Second, we present a computational approach that de-
duces measures for each of the sociological constructs of
interest. While the constructs are grounded in sociological
theory, the proposed measures stem from computer science,
social science, information science, and related fields. Third,
to demonstrate the utility of our computational approach, we
conduct a case study on the German federal election 2013
and present empirical insights into the conversational prac-
tices of German politicians during the course of this event.

The paper is structured as follows: After related work we

Table 1: Statistics and dataset for the German federal election 2013 on Twitter – parties differ in several interesting
ways: Consistently across all conversational practices, the Pirate party exhibits the most homophilic behavior. Mentioning is
most strongly used by the Pirates and the Greens (D = 0.07), the two largest parties in terms of microblogging politicians (312
and 178), but not in terms of how many votes they actually received (2.2% and 8.4%). D denotes network density, k̄ denotes
average in/out-degree of nodes, w̄ denotes average in/out-weight of nodes, and H denotes homophily, i.e., the tendency of a
political party to communicate within party boundaries, computed on the individual level.

Election Following Retweeting Mentioning
Party Result Politicians D k̄out k̄in H D w̄out w̄in H D w̄out w̄in H

CDU/CSU 41.5% 158 0.15 32 38 0.78 0.08 14 14 0.86 0.04 16 22 0.64
SPD 25.7% 143 0.18 35 41 0.80 0.05 7 9 0.84 0.04 11 17 0.72
FDP 4.8% 143 0.17 35 35 0.78 0.05 7 9 0.84 0.03 6 9 0.55
Greens 8.4% 178 0.21 50 51 0.82 0.08 24 24 0.89 0.07 31 29 0.77
Left 8.6% 97 0.23 30 32 0.79 0.07 8 13 0.91 0.04 13 14 0.68
Pirates 2.2% 312 0.16 57 52 0.89 0.06 40 38 0.93 0.07 73 69 0.92
Total 91.2% 1,031 0.05 44 44 0.83 0.02 25 25 0.90 0.02 39 39 0.79

Lietz et al. 2014
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rates of cross-ideological retweeting were generally 
higher for nonpolitical topics than for political topics, 
although in all cases they were lower than would be 
expected in the absence of ideological considerations 

(i.e., to the left of the vertical dashed line in Fig. 4). 
Third, the ideological asymmetry in cross-ideological 
retweeting was generally smaller in magnitude for non-
political than for political topics. For the Boston 
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Fig. 3. Additional results on polarization in retweeting behavior. The graphics in (a) and (b), which were created using a force-directed layout 
algorithm, depict the retweet networks for the tweet collections on the 2012 election and the 2014 Super Bowl. Each node (dot) represents one user 
(from a random sample, weighted by activity), and each edge (line) represents a retweet. Nodes are colored according to the ideology estimate of 
the corresponding user, from very conservative (dark red) to very liberal (dark blue). Edges are colored according to the ideology estimate of the 
user whose tweet was retweeted. White color denotes areas with a large number of nodes whose placement in the figure overlap. The bar graph 
(c) displays the average level of political polarization for each of the 12 collections in our study. Polarization was calculated as the average absolute 
distance, for all retweets on a topic, between the original author and the ideological center. Higher levels of polarization imply that the informa-
tion that was spread via retweets featured content that was more ideologically extreme. The graph in (d) illustrates the evolution of this index of 
polarization in information diffusion as a function of the number of days passed since each collection was started. Results are shown for a selection 
of five issues. Each data point indicates the estimated polarization index for a given day, and the curves correspond to local regression lines with 
loess smoothing, with 95% confidence intervals in gray.

Barberá et al., 2015
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socio-semantic categories
meso-level: hyperedges and hypergraphs

- knowledge production teams 
meso-level: team formation not a sum of individual rationalities 

- hypergraphs are a natural modeling framework 
socio-semantic hypergraphs are not reducible to social 
hypergraphs or bipartite graphs 

- introduced a socio-semantic hypergraph model 
estimating hypergraphic preferential attachment 

- strong socio-semantic preference for: 
- groups with very high or low proportion of 'experts' 
- repetition 

yet no relationship  
between semantic and social originality

socio-semantic teams

Taramasco et al, 2010
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called treebanks. State-of-the-art models that build on gold-standard segmentation and tokenization predict syntactic relations with 
accuracy rates in the mid 90 percentages (Dozat & Manning, 2017). For my analysis, I build on the German spaCy language pipeline 
that integrates tokenization, sentence splitting, part-of-speech tagging, lemmatization, and dependency parsing.2 The dependency 
parser was trained on the TiGer treebank consisting of German newspapers (Brants, Dipper & Uszkoreit, 2004). 

Dependency parsers have rarely been employed by sociologists (though see Goldenstein & Poschmann, 2019; in political science, 
see van Atteveldt, Sheafer, Shenhav & Fogel-Dror, 2017). Mohr and colleagues were concerned with a similar task but appear to use a 
combination of part-of-speech tagging and collocation analysis (Mohr, Wagner-Pacifici, Breiger & Bogdanov, 2013). One likely reason 
for this is that sociologists care about semantic, rather than syntactic, relations. While syntactic grammars distinguish, for instance, 
subject and object, semantic grammars are concerned with meaning and function and distinguish between agent and patient. Agents are 
doers of actions, and patients are those acted upon. To see how this distinction between the syntactic and the semantic matters, compare 
sentences 1 and 3 in Fig. 2. Semantically, in both sentences, “refugees” are agents that “cross” a “border.” However, in Sentence 3, 
“border” is the passive nominal subject of the sentence. 

Overcoming this gap between the syntactic and the semantic requires a set of mapping rules, as exemplified in Fig. 2. I define a 
semantic grammar that is centered around the entities of interest (here refugee identity terms) and that distinguishes six classes of 
motifs: agents, patients, actions, treatments, characterizations, and attributions (see Table 3). Agents are entities that act towards a refugee. 
In the first sentence, “Berlin” directs the action of “welcoming” towards refugees. Therefore “Berlin” is an agent and “welcome” is a 
treatment motif. In the next sentence, refugees perform the action of “entering” towards “Germany,” making “enter” an action and 
“Germany” a patient motif. Actions and treatments are distinguished only by the role that refugees take in the sentence. Furthermore, I 

Fig. 2. Exemplary sentences with syntactic relations, part-of-speech tags, and applicable motif extraction rules.  

Table 3 
Motif classes.  

Motif class Frequency Example sentence Motif 

Agent 23 290 Berlin welcomes refugees. A_Berlin 
Treatment 89 837 Berlin welcomes refugees. t_welcome 
Action 131 804 Refugees enter Germany. a_enter 
Patient 20 161 Refugees enter Germany. P_Germany 
Characterization 107 280 Syrian refugees are welcome. be_Syrian    

be_welcome 
Attribution 54 495 Refugees’ motivation was high. N_motivation  

2 See the discussion of Seeker (Seeker, 2016) or visit https://spacy.io/models/de for details. 
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Fig. 5. A and D show logit coefficients predicting category use with 95% confidence intervals. Portrayals were weighted by 1 + log(|motifs|). N =
151 098. B captures roles’ average prevalence in all portrayals of identity categories. C shows roles’ discursive agency. E interpretively summarizes 
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relies on the straightforward idea that words acquire meaning
through their relations with other words (10). Consequently, we
focus on co-occurrence, extracting the local ties between terms in
paragraphs to induce categories of discourse from the resulting
network structure. By recognizing that the relations between words
arise in time, and appropriately defining the period over which co-
occurrence is considered, we approximate the semantic standpoint
of contemporary observers. We thus consider the categorical
structure of discourse over successive, delimited time periods to
uncover and analyze continuity and change in social and political
thought. Clarifying these methodological points and identifying
the insights into American social and political discourse that they
permit is the focus of this article.

Methodological Background
Our analysis strategy falls into a class of text analysis methods broadly
characterized as co-occurrence approaches (11), which induce cate-
gories by relying on terms’ joint appearance over a particular unit of
text (12). The central aim of our approach is to parsimoniously
identify relevant and interpretable higher-level units of meaning en-
dogenously, and to track their coevolution through time.
The core problem for analysts of text produced over very long

historical periods is that key terms change, but for different
reasons—language use shifts, new inventions join the world, concepts
are recast and reorganized—making it difficult to distinguish mean-
ingful from meaningless change. In general, canonical approaches to
text analysis have not been sensitive to the fluidity of meaning over
time, either on the level of individual terms or of higher-level context,
conceived as categories, topics, classes, or discussions. Fig. 1 illus-
trates the two main reasons that a co-occurrence approach is
uniquely well suited to analysis of the SoU and other historical
corpora: first, in contexts where the reasons for changing word use
are unclear and hard to disentangle, attention to the relationships
between words is crucial for understanding the significance of such
changes. Second, the co-occurrence structure, an abstraction of the
changing context of use, is itself directly interpretable. In this sense,
a frontal approach like co-occurrence analysis is preferable to other
methods that identify categories in text, but require additional steps
to make those categories accessible to interpretation.
In Fig. 1, we observe immediately that some of the terms associ-

ated with “constitution” change: “constituents” is present only in the
first period, “slavery” only in the second, and “land laws” and “ide-
als” distinguish the semantic neighborhood of the term in the third
and fourth periods, respectively. However, the relationship of these
associated terms to one another also changes, strikingly. In the first
decades of the country’s history, “people” and the objects associated

with it appear as a distinct community (colored blue), indicating one
context of the constitution’s meaning. During the Civil War and
Reconstruction era, captured in the second period, the largely fa-
miliar set of contexts to which “constitution” is related themselves
become more closely associated—as the constitution becomes
central to a number of key discussions of the era. In the third
period, the context of “constitution’s” meaning again becomes
more straightforward and more limited—its contents focused on
jurisprudence—and even more so in the fourth period, although the
related terms again shift. Equally, Fig. 1 allows us to see that terms
that reappear successively in connection with “constitution” may
undergo semantic transformation. In the first period, “confederacy”
is associated with “years” and “members”—referring, in the first
decades of the country’s history, to the organization of member
states—whereas in the second, it is associated with “state,” “self-
government,” and “union.”We do not in fact need to know that the
“confederacy” was the name adopted by the seceding southern
states, changes in the network of terms alone indicates that such a
transformation has occurred. At the risk of being didactic, the
changing significance of words—revealed by the structure of co-
occurrence with other words and terms—can play havoc with tra-
ditional dictionary and topic model approaches. We expand upon
the reasons for this below.
In contrast to the approach developed here, dictionary-based

methods compare words observed in a corpus against a predefined
and often structured set of terms. They thereby fix both a semantic
structure and the definition of particular words within it. Such
methods thus assume a specific substantive context (13)—for ex-
ample, a dictionary for political discourse would not capture the
meaning of the same terms used in everyday speech. This makes
dictionaries inappropriate for corpora that span long time periods,
because adopting a “substantive context” entails arbitrarily assum-
ing a fixed historical standpoint—in our example, the political dis-
course of a given moment (cf. ref. 14). Supervised text classification,
by contrast, builds automated classifiers inductively, which learn the
characteristics of those categories they apply from a set of pre-
classified texts. In analyzing language that evolves over time, how-
ever, supervised text classification methods present limitations
similar to those of dictionary-based approaches in that they assume
that categories possess a stable textual signature.
By contrast, topic modeling comprises a set of methods for

identifying meaningful categories in textual corpora endogenously.
Approaches like latent Dirichlet allocation (LDA), popularized by
Blei et al. (15), infer what a unit of text is about by relying on
probabilistic models based on observed word distributions. For a
given corpus, the analyst sets a number of topics that are then

Fig. 1. The meaning of words is conditional on their co-occurrence with other words and terms. Attending to patterns of co-occurrence over time captures
their evolving meaning. Key terms co-occurring with “constitution” are shown for four periods over the SoU corpus, 1790–1834, 1855–1894, 1915–1954, and
1975–2014. For each time period, we build a proximity network where each node (word or term) is linked to its closest neighbors. Nodes are colored according
to the connected component or community to which they belong. The target node—“constitution”—and its links to all other pictured terms, is hidden from
the visualization. Node size scales with frequency of terms’ occurrence.
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Although discourses of Foreign and Domestic Policy were hardly
hegemonic—neither ranks among the top three categories of SoU
discourse in any year before WWI—both understandings gained
ground in the first decade of the 20th century.
The implications of the projection procedure remain suggestive

as to timing of semantic change, however. This is in part because the
abstraction inherent in categories render them remote from those
salient to contemporary observers. Furthermore, the procedure
reflects the unsatisfying assumption that a single term retains the
same meaning over more than 200 y. We transcend this assumption
in the next section to obtain a detailed picture of the evolution of
political discourse across US history.

Dynamics: River Networks. How did a different understanding of
the fundamental tasks of governance emerge in American po-
litical consciousness? Did new topics of discussion appear? Were
extant discussions discontinued, or reorganized? To pursue such
questions, we need a way to capture the context of meaning in
which modern political categories could emerge. We must re-
construct the flow of political discourse and attend to the right
moment therein. To achieve this, we induce a river network.
Recall that we generated local semantic networks for succes-

sive overlapping periods, retrieving terms maps based on the co-
occurrence of the most frequent terms in each. The length of the
periods (40 y) reflects what could have been perceived by con-
temporary actors. The topics indexed by clusters on these local
networks are thus are unlike the categories over the full corpus,
in that they are meaningful from a particular historic standpoint,
and not sensitive to semantic changes that occur in subsequent
periods. We then knit these clusters together. The river network
that results from this procedure captures the flow of political
discourse across US history, as shown in Fig. 5. Topics (clusters)
woven together across periods catenate into continuous dis-
course streams. Clusters so connected at t1 and t3 may comprise

none of the same terms (equally, unlike in the master categories
derived from clusters on the global network, then projected back
onto paragraphs, particular terms may appear in different
streams during different periods). A stream remains the same
thing from period to period, although it need not remain one
thing. The approach can recognize multiple relationships be-
tween the structures of adjacent periods. Discourse streams may
fork, merge, decline, swell; new streams can always emerge and
old ones disappear. Fig. 6 provides one detailed example of the
forking processes that the river networks can identify; here for
the transition from the cluster labeled “action and law” to the
two clusters labeled “departments and recommendations” and
“law and interstate commerce” over the period from 1875 to
1914, in which a moralized conversation about the administrative
structure of the emergent bureaucratic state is decoupled from
the regulatory structure, in this instance focused on railroads.
Two systems of interconnected streams run the full length of

US history, one concerning international and the other domestic
matters. For most of the country’s history, discourse about fiscal
policy, on one hand, and farming and industry, on the other, ran
in parallel; these merged only in the mid-20th century (p8) into a
unified discourse of the modern, domestic, economy. Conversely,
what exists today as two distinct clusters, one concerning the
United States’ role as a superpower, and another about national
security, both flow from common origin in a mid-20th-century
(p8) discursive stream, which in turn flows from one branch of a
conversation that forked for the first time in the period centered
on WWI (p6) as the United States adopted an internationalist
foreign policy. The other branch—the remaining discourse around
bilateralism—died out within the next 20 y. Two streams cover
a substantial span of the country’s history. One runs from the
founding period and is concerned with the country’s defense
infrastructure, in particular the navy; it concludes with discussion
of the military of WWII (p9). The other begins in period 5

Fig. 5. A river network captures the flow across history of US political discourse, as perceived by contemporaries. Time moves along the x axis. Clusters on
semantic networks of 300 most frequent terms for each of 10 historical periods are displayed as vertical bars. Relations between clusters of adjacent periods
are indexed by gray flows, whose density reflects their degree of connection. Streams that connect at any point in history may be considered to be part of the
same system, indicated with a single color.

10842 | www.pnas.org/cgi/doi/10.1073/pnas.1512221112 Rule et al.
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Figure 1: The political retweet (left) and mention (right) networks, laid out using a force-directed algorithm. Node colors reflect
cluster assignments (see § 3.1). Community structure is evident in the retweet network, but less so in the mention network. We
show in § 3.3 that in the retweet network, the red cluster A is made of 93% right-leaning users, while the blue cluster B is made
of 80% left-leaning users.

tive Twitter users. This structural difference is of particular
importance with respect to political communication, as we
now have statistical evidence to suggest that mentions and
replies may serve as a conduit through which users are ex-
posed to information and opinions they might not choose in
advance. Despite this promising finding, the work of Yardi
and boyd (2010) suggests that cross-ideological interactions
may reinforce pre-existing in-group/out-group identities, ex-
acerbating the problem of political polarization.

3.2 Content Homogeneity
The clustering described above was based only on the net-
work properties of the retweet and mention graphs. An inter-
esting question, therefore, is whether it has any significance
in terms of the actual content of the discussions involved.
To address this issue we associate each user with a profile
vector containing all the hashtags in her tweets, weighted by
their frequencies. We can then compute the cosine similari-
ties between each pair of user profiles, separately for users
in the same cluster and users in different clusters. Figure 2
shows that in the mention network, users placed in the same
cluster are not likely to be much more similar to each other
than users in different clusters. On the other hand, in the
retweet network, users in cluster A are more likely to have
very similar profiles than users in cluster B, and users in dif-
ferent clusters are the least similar to each other. As a result
the average similarity within retweet clusters is higher than
across clusters. Further, we note that in both mention and
retweet networks, one of the clusters is more cohesive than
the other — meaning the tag usage within one community is
more homogeneous.

Retweet Mention
A↔A 0.31 0.31
B↔B 0.20 0.22
A↔B 0.13 0.26 10-1

100

101
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P
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a
, 
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cos(a, b)

Clusters A
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Different clusters

Figure 2: Cosine similarities among user profiles. The table
on the left shows the average similarities in the retweet and
mention networks for pairs of users both in cluster A, both in
cluster B, and for users in different clusters. All differences
are significant at the 95% confidence level. The plot on the
right displays the actual distributions of cosine similarities
for the retweet network.

3.3 Political Polarization
Given the communities of the retweet network identified in
§ 3.1, their content homogeneity uncovered in § 3.2, and
the findings of previous studies, it is natural to investigate
whether the clusters in the retweet network correspond to
groups of users of similar political alignment.

To accomplish this in a systematic, reproducible way we
used a set of techniques from the social sciences known
as qualitative content analysis (Krippendorff 2004; Kolbe
1991). Similar to assigning class labels to training data in su-
pervised machine learning, content analysis defines a set of
practices that enable social scientists to define reproducible
categories for qualitative features of text. Next we outline
our annotation categories, and then explain the procedures
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Table 5: Ratios between observed and expected number of
links between users of different political alignments in the
mention and retweet networks.

Mention Retweet
→ Left → Right → Left → Right

Left 1.23 0.68 1.70 0.05
Right 0.77 1.31 0.03 2.32

expected number of edges going from right-leaning to left-
leaning users is given by:

E[R → L] = kR · UL

UL + UR
. (3)

We compute the other expected numbers of edges (R → R,
L → R, L → L) in the same way.

In Table 5 we report the ratio between the observed and
expected numbers of links between users of each political
alignment. We see that for both means of communication,
users are more likely to engage people with whom they
agree. This effect, however, is far less pronounced in the
mention network, where we observe significant amounts of
cross-ideological interaction.

4.2 Content Injection
Any Twitter user can select arbitrary hashtags to annotate
his or her tweets. We observe that users frequently produce
tweets containing hashtags that target multiple politically
opposed audiences, and we propose that this phenomenon
may be responsible in part for the network structures de-
scribed in this study.

As a thought experiment, consider an individual who
prefers to read tweets produced by users from the political
left. This user would frequently see the popular hashtag #p2
(“Progressives 2.0”) in the body of tweets produced by other
left-leaning users, as shown in Table 6. However, if this user
clicked on the #p2 hashtag hyperlink in one of these tweets,
or searched for it explicitly, she would be exposed to content
from users on both sides of the political spectrum. In fact,
because of the disproportionate number of tweets produced
by left- and right-leaning users, nearly 30% of the tweets
in the #p2 search feed would originate from right-leaning
users.

A natural question is why a user would annotate tweets
with hashtags strongly associated with ideologically
opposed users. One explanation might be that he seeks
to expose those users to information that reinforces his
political views. Consider the following tweets:

User A: Please follow @Username for
an outstanding progressive voice! #p2
#dems #prog #democrats #tcot

User B: Couple Aborts Twin Boys For
Being Wrong Gender..http://bit.ly/xyz
#tcot #hhrs #christian #tlot #teaparty
#sgp #p2 #prolife

Table 6: The ten most popular hashtags produced by left- and
right-leaning users in the manually annotated set of users,
including frequency of use in the two retweet communities
and ideological valence.

Rank Hashtag Left Right Valence
1 #tcot 2,949 13,574 0.384
2 #p2 6,269 3,153 -0.605
3 #teaparty 1,261 5,368 0.350
4 #tlot 725 2,156 0.184
5 #gop 736 1,951 0.128
6 #sgp 226 2,563 0.694
7 #ocra 434 1,649 0.323
8 #dems 953 194 -0.818
9 #twisters 41 990 0.843

10 #palin 200 838 0.343
Total 26,341 53,880

These tweets were selected from the first page of the re-
altime search results for the #tcot (“Top Conservatives on
Twitter”) and #p2 hashtags, respectively, and messages in
this style make up a substantial portion of the results.

This behavior does not go unnoticed by users, as under-
scored by the emergence of the left-leaning hashtag #p21.
According to a crowdsourced hashtag definition site (www.
tagdef.com), #p21 is a hashtag for “Progressives sans
RWNJs” and “Political progressives w/o all the RWNJ spam
that #p2 has,” where RWNJ is an acronym for “Right Wing
NutJob.” This tag appears to have emerged in response to
the efforts by right-leaning users to inject messages into the
high-profile #p2 content stream, and ostensibly serves as a
place where progressives can once again be exposed only to
content aligned with their views.

We propose that when a user is exposed to ideologically
opposed content in this way, she will be unlikely to rebroad-
cast it, but may choose to respond directly to the origina-
tor in the form of a mention. Consequently, the network of
retweets would exhibit ideologically segregated community
structure, while the network of mentions would not.

4.3 Political Valence
To explore the content injection phenomenon in more detail
let us introduce the notion of political valence, a measure
that encodes the relative prominence of a tag among left- and
right-leaning users. Let N(t, L) and N(t, R) be the numbers
of occurrences of tag t in tweets produced by left- and right-
leaning users, respectively. Then define the valence of t as

V (t) = 2
N(t, R)/N(R)

[N(t, L)/N(L)] + [N(t, R)/N(R)]
− 1 (4)

where N(R) =
∑

t N(t, R) is the total number of occur-
rences of all tags in tweets by right-leaning users and N(L)
is defined analogously for left-leaning users. The translation
and scaling constants serve to bound the measure between
−1 for a tag only used by the left, and +1 for a tag only used
by the right. Table 7 illustrates the usefulness of this measure
by listing hashtags sampled from valence quintiles ranging
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4. Data

We analyze centralization and diversity in science and scholarship using physics articles from the American Physical Society
(APS) journals, and then confirm some of these findings with articles archived in the Web of Science (WoS). Because the identification
of co-authorship and institutional networks hinges on how author and institution names are disambiguated, we discuss our approach
to disambiguation as we introduce our datasets. First, we introduce the WoS data on which our disambiguation approach hinges, and
then the APS data that draws on it.

Our WoS dataset contains 43 million journal papers and 615 million citations that span from 1900 to 2014. These papers are
published across 15,146 journals. To match the APS data (introduced below), we selected and analyzed 13 million journal articles
from our WoS dataset across seven fields during 1994–2013 based on WoS journal classification meta data.

After performing name disambiguation on this data (see Appendix for details), we connected name-disambiguated institutions to
name-disambiguated authors in each year, enabling authors to change institutions across years. In total, we obtain 372,495 authors
from 28,754 institutions. The most institutionally connected author has 26 institutional affiliations, and 83 % have only a single one.

We weighted author collaboration networks by iterating over all papers for a given year and connecting scholars that collaborated
on the same paper. In this way we obtained ten annual networks of author collaboration for 2002 through 2011. Next, we re-
normalized the networks by merging scholars from the same institutions into single nodes and then aggregated author collaboration
edges to connect institutions (see Fig. 2). Edges between scholars from the same institution are retained as self-loops. To compare
institution networks across years, we fixed the nodes by selecting the top 300 institutions, but removed 10 due to missing data and so
we analyzed collaborations between the most prolific 290 institutions. After we constructed the ten yearly institution collaboration
networks, we embedded each into a 2-dimensional hyperbolic space using the Poincaré disk model (Nickel & Kiela, 2017). As
anticipated, we found that the embedding space captured both the hierarchy among institutions and diversity between them, as
shown in Fig. 3.

Fig. 3. Panel A and B present M.C. Escher’s print Circle Limit IV and the underlying the Poincaré disk model, recited and recreated from (Dunham
et al., 2009). The space becomes exponentially denser as the radius increases. Panel C shows the hyperbolic embedding of the institution colla-
boration network in 2011 using the the Poincaré disk model. The displayed 290 institutions (triangles) are colored by regions: blue for North
America, green for Europe, orange for Asia, red for Australia, and purple for South America. Panel D shows the hyperbolic embedding of the
aggregated PACS code co-occurrence network using the the Poincaré disk model. The analyzed 5819 PACS codes dots are colored by the 10 subfields
to which they belong. Gaussian kernel density estimation is used to visualize the concentration of the angles of PACS codes in each subfield see Fig.
A5 for details). To compare across subfields, we also rescale the estimated distributions such that the area covered by the distribution curve is not
unity, but proportional to the total number of papers published by 290 institutions in this subfield from 2002 to 2011.
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centralization and semantic diversity, however, manifest structural properties of hierarchy rather than dimension. Recent research
demonstrates a powerful identity between social hierarchy in productive communities and organizations, on the one hand, and
hierarchy and diversity in knowledge, whereby social structures facilitate the more or less efficient matching of problems to problem
solvers (Garicano, 2000). Hyperbolic embeddings are precisely tuned to capture this hierarchy characteristic of social and semantic
organization.

But what justifies the complication of embedding social and semantic networks to hyperbolic space? We are about to analyze the
case of academic physics, which presents its own illustrative example. Isaac Newton represented the universe in simple, three
dimensional Euclidean space, but the process of gravitational attraction between bodies in that space was complex—the product of

Fig. 1. A simplified illustration of hyperbolic embedding. A, B, and C present three graphs designed to have different hierarchies (A> B> C). A is a
tree of branching factor three and across three levels. C is a ring lattice in which each node connect to its four nearest neighbors. B is created by
randomly rewiring edges in C while keeping node degrees unchanged and the whole network connected. Specifically, to obtain hierarchical
structures we run the rewiring 200 times and update the graph only when (a) it remains fully connected and (b) the standard deviation of
betweenness centralities for all nodes in the graph increases. D, E, and F show the 2D hyperbolic embedding in Poincaré disks of graphs A, B, and C,
respectively. G, H, and I describe the embedding of hyperbolic space. G shows how the radius of the node r—its distance from center—is pro-
portional to the centrality or commonality of connection with the node in question. H shows how the angle between any two nodes θ is proportional
to the distance between the nodes. I illustrates this polar coordinate system for several plotted points.
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Figure 1: An example of a quotation mutating. The original
source is a report commissioned by the Alaska legislature
to investigate Governor Palin’s dismissal of Public Safety
Commissioner Walt Monegan (Branchflower 2008). Arrows
denote citation between posts.

another phrase in the cluster. This term is intended to rep-
resent the addition to or trimming of a quotation by a user.

mutation: any alteration or a reframing of a phrase.

Figure 1 shows an example of phrase mutations within
a single cluster. Two copies, demconwatchdog and lzydata
(highlighted in yellow), reframe the quote they are citing by
copying only a subset. Another, abcnews (orange), reframes
by adding to the quote used by the source it is citing, pre-
sumably by drawing from an additional source. Yet another,
thenation (green), introduces a mutation not seen in other
copies by omitting a word from the middle.

Filtering the Data The task of detecting mutations in
memes makes sense only if one is relatively confident that
the data at hand, specifically phrase clusters, represent a
set of related phrases, either derived from one another, or
from a single, separate source. Although the MemeTracker
dataset gives us a comprehensive glimpse into what was
talked about and quoted in the blogosphere during a fixed
time period, a cursory examination of the clusters specified
in the dataset revealed that, in some clusters, not all quotes
referred back to the same source. For example, multiple peo-
ple may have used similar wording, or slight variants may
have been repeated on different occasions by the same per-
son.

This can be seen by the example, shown in Table 1, where
both Barak Obama and John McCain were quoted as hav-
ing used the expression “lipstick on a pig”. Although sev-
eral distinct MT clusters contained this expression, in this
case the two phrases overlapped sufficiently to be placed in
the same cluster. The difference in these two phrases is not
a function of the mutation of information, but rather it is
the result of multiple source quotations. While these oc-

currences are interesting in understanding the evolution of
memes over long time periods, their ambiguous provenance
makes them difficult to analyze.

Table 1: An example of multiple source quotes being clus-
tered together.

Quote Original Source
You can put lipstick on a pig. Barak Obama
It’s still a pig. You can wrap up an Sep. 9, 2008
old fish in a piece of paper
called ’change’. It’s still gonna stink. . . .
You can put lipstick on a pig, John McCain
[but] it’s still a pig, in my view. Feb. 1, 2007

Another source of noise is the spurious placement of a
short substring into a cluster of a longer phrase containing
that substring. An example can be found in a phrase cluster
derived from a series of blog and news sites relaying the
story of an athlete’s battle with illness.

“It teaches you to be patient when you are lying in
a hospital bed and that was almost the same strategy I
chose here to wait for my chance in the pack”

However, also included in the cluster is the phrase, “you
are lying”. Although this is a proper substring of the pre-
vious phrase, an examination of the blogs it was extracted
from confirms that this particular short quotation was used
in unrelated contexts.

To determine which instances of phrases in phrase clus-
ters were actually referring to the same event, we applied
two strategies. The first was to limit our analysis to just
those phrases extracted from posts which link to other posts
within the same cluster. Posts that reference one another and
include similar quoted text are highly likely to be derivatives
of one another. The results of this filtering lend themselves
naturally to network analysis techniques, and the findings on
this subset of the data can be found in Section 4.2. This first
filtering method resulted in a directed network composed of
9,208 nodes and 61,511 distinct edges. Although the net-
work data was precise, this filtering technique left only a
small portion of the data. The output represented 29% of the
phrase clusters, 11% of the unique phrases, and 3% of total
mentions present in the raw data.

The second filtering approach windowed the data to a
short time period of a few days, the rationale being that men-
tions of lexically similar phrases that are chronologically
proximate are more likely to be related. For each cluster
the window was centered on the 24 hour period when the
phrase cluster showed the greatest amount of activity, i.e.,
the “peak window”. We then included all activity in the 48
hours preceding the peak window and for 48 hours after it.
This approach effectively filtered out the spurious and unre-
lated phrases in addition to providing a way of comparing
time evolution across clusters. By filtering in this manner
we retain 46% of total mentions, 100% of phrase clusters
and 68% of unique phrases.

Simmons, Adamic, 
Adar, 2011

"Memes Online: Extracted, 
Subtracted, Injected, and Recollected"
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Figure 2: Comparison of gold (top) and predicted (bottom) topics on the UKP ASPECT corpus
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3.2 Semantic analysis and semantic hypergraphs
We develop an automatic pattern recognition approach to extract claims about the EKC
from abstracts — in a nutshell, we are able to classify the recognized claims as positive
and negative results on the EKC, and the variables they are based upon. It is especially
interesting for an analysis of the field as it allows to reach, to some extent, what an
article means, and in turn deepen traditional bibliometric analysis by complementing it
with semantic analysis.

Our approach is based on Semantic Hypergraphs (SH), a knowledge representation
model that is intrinsically recursive and accommodates the natural hierarchical richness
of natural language. A full description of SH can be found in Menezes and Roth (2019).
SH have been recently proposed, but they have already been used for example in the
study of the credibility of research impact statements (Bonaccorsi et al., 2021). We
give an overview of SH in Appendix A. In a nutshell, SH makes it possible to define
and extract relevant linguistic patterns in a semi-supervised manner. More precisely,
focusing on a subset of 500 randomly selected sentences, we first extract from the most
frequent predicates the ones that are associated with result claims. We add conditions
to focus on results related to EKC, including rules to capture the notions of ”U-curves”
and ”N-curves” which, in the corpus, implicitly refer to EKC. We finally take negations
into account in order to distinguish between positive and negative results.

On the whole, we design a handful of patterns which are able to classify sentences
featuring an EKC claim, and whether it denotes a positive or a negative result. To
evaluate the performance of our semantic classifier, we randomly selected 3 sets of 50
abstracts each, to be manually annotated by 3 different persons, so that each person
annotated one of the sets. Notice that abstracts can present no results, only positive
results, only negative results, or both positive and negative results. Annotation was
performed with no knowledge of the automatic classification. Overall precision and
recall 3 results are shown in table 1.

EKC validation Precision Recallclaim type

positive result .809 .847
negative result .833 .366

Table 1: Precision and recall of EKC result classifier when compared against a
randomly-selected set of 150 manually-annotated articles.

We found both precision and recall to be satisfactory for positive claims. For nega-
tive claims, precision is satisfactory but recall is poor, which is to say that our classifier
markedly underestimates the number of negative claims. We found this to be related
to a tendency by authors to present negative results in a less explicit fashion: negative

3Precision and recall are common measures in Machine Learning, used to evaluate a classifier’s perfor-
mance. Precision is the fraction of true positives out of all positive predictions, while recall is the fraction of
true positives out of all actual positive observations in the data.
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Figure 2: Left: estimated percentage of articles with a positive or a negative result (the
bars do not add to 100% because articles can present no results, or both positive and
negative results). Right: percentage of articles evoking a relationship on a given topic
(sums over 100% as an article may address several topics, bar elements representing
less than 4% were not labeled).

since there is overlap between the categories: a paper can analyze the EKC both for
air and water pollutants. Energy and its various vectors (oil, coal, gas) were frequently
associated with income, yet it appears that there is a large overlap between energy and
carbon. This is because the papers that investigated the link between GHG emissions
and income often add various form of energy as control variables.

This analysis yields three main results. First, the strongly increasing focus on
GHG/CO2 emissions and energy, which was also found by Sarkodie and Strezov (2019)
using a different method (keyword analysis). This is surprising. Although Shafik and
Bandyopadhyay (1992) considered CO2 within their set of pollutants, the early decade
of research on EKC was not strongly concerned with CO2. Dinda (2004)’s review men-
tions research on CO2 but focuses on local air pollution and water pollution. On the
contrary, from 2014, the papers identified as investigating CO2 or GHG constitute more
than half of our corpus, representing above 55% thereof in recent years. The trend is
quite massive and shows no sign of losing steam. Second, while seminal publications
discussed various pollutants, especially local air pollutants such as nitrogen and sulfur
oxides (NOx and SOx), and various environmental stressors such as waste, more recent
publications do not seem to focus explicitly on such specific pollutants: the shares of
SOx, NOx, waste as well as water [pollution] strongly decreased; only the share of
the generic reference to “local air pollutants” remained stable. Third, the increase of
topic-focused research on EKC: the bars are generally increasing which indicates that
more and more articles are concerned with relationships involving a specific environ-
mental variable. To summarize, we witness a strong turn to energy and GHG-related
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Set Atoms

Claim predicates positive (P+)

show/P, indicate/P, confirm/P, support/P,
suggest/P, reveal/P, provide/P, validate/P, exist/P,
demonstrate/P, verify/P, imply/P, illustrate/P,
find/P, point/P, exhibit/P, establish/P, obtain/P,
hold/P, follow/P

negative (P�) reject/P, challenge/P, fail/P

EKC concepts kuznets/C, ekc/C, turning/C
Curve concepts curve/C, shape/C, shaped/C
Negative modifiers not/M, n’t/M, no/M, little/M, poor/M
Result concepts (R) result/C, finding/C, test/C, evidence/C, support/C

Table 8: The various atom sets used in claim detection and classification rules.

• Many results are not directly about EKC, so we limited the rules to explicit ref-
erences to EKC. We also included rules to capture the notions of “U-curves” and
“N-curves” which, in the corpus, generally refer implicitly to EKC.

In practice, we thus defined a helper rule E as follows: E(H) true if 9a 2 H

such that,

– either a 2 {kuznets/C, ekc/C, turning/C}

– or 9c 2 {curve/C, shape/C, shaped/C},
such that a = (u/C c) or a = (n/C c)

• However, if the reference to EKC is in the subject, it is not a result (“EKCs
reveal (...)” vs. “We reveal the presence of EKC”), and we include a rule where
E(s) must be false.

The following expression formalizes the above rules for identifying a result claim
about EKCs:

C(H) =
�
p \ (P+

[ P
�) 6= ?

�
^ (E(H) ^ ¬E((s))) (2)

Positive vs. negative results. To determine if a result claim is positive, negative or
unknown in regard to EKC validity, we further take advantage of SH structure. We add
a helper rule N to detect negative claims i.e., cases where the predicate is negated (e.g.:
“Could not find evidence of...”), or the concept referring to the result is negated (e.g.:
“We found no evidence of...”) , or the concept referring to EKC is negated (e.g.: “No
EKC was found...”). Formally, N (H) is true if H contains:

• either, both:

– a negation in its predicate p:
p \ {not/M, n0t/M, no/M, little/M, poor/M} 6= ?
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– and a claim predicate or a result concept in one of its arguments:
9a 2 H, a \ (P [R) 6= ? or E(a)

which further relies on a set R of atoms of so-called “result concepts”:

R = {result/C, finding/C, test/C, evidence/C, support/C}

This set has been constructed by examining the most frequent atoms di-
rectly connected to negations (among the top 100 such atoms), similarly to
how P has been built.

• or, recursively, an element of H (possibly a hyperedge itself) for which N is
true: 9h 2 H,N (h) is true.

Finally, table 9 shows how a result claim is classified. Notice that we consider a
positive finding of an N-curve (i.e., 9a 2 H, a = (n/C c)), as a refutation of EKC.
We do not consider double negations, as we found them to increase complexity while
having no impact on accuracy.

predicate p
N (H)

H contains EKC validation
based on an N-curve claim type

P
+

True True X
False negative result

False True negative result
False positive result

P
�

True X

False True X
False negative result

Table 9: Classification of a claim H as a positive or negative result, or unknown (X)
based on the elements of H .
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Block #authors pos neg endogamy year #A #A k

A 4 .318 .076 .002 2007.7 7.50 0.44 4.5
B 366 .397 .380 .034 2012.4 3.22 0.76 5.1
C 8 .605 .455 .027 2015.9 7.75 1.35 11.1
D 392 .538 .380 .104 2018.1 4.27 1.26 8.9
E 64 .472 .366 .080 2016.6 6.13 1.00 15.6

Table 4: Various metrics per author block, including ratios of positive and negative
EKC claims, endogamy measured as ratio of citations received from co-authors, mean
year of publication, mean number of articles per author (#A) and further normalized
per year (#A), and mean number of unique co-authors (k).

Blocks are ultimately characterized by their linking behavior, which can be inter-
preted as an indication of their role in the network. For example, blocks A and C both
contain a small number of highly cited authors. They do not belong to a single block
because there are significant linking behavior differences, both inwards and outwards.
A tends to be cited by all blocks and to not cite any other blocks, while C is not cited
by one of the big blocks (B) and tends to cite A.

Figure 3(a) shows us that two large blocks (B and D), of comparable size, account
for the majority of authors in the network. There is a certain topological symmetry, also
in the sense that each one of these blocks surrounds two much smaller ones (A and C),
which contain highly cited authors. Notably, Stern belongs to block A and Öztürk to
block C. The remaining block (E) is dominated by Chinese authors publishing arti-
cles with a strong focus on China. In figure 3(b) we can observe another interesting
topological fact: although Stern has been overtaken by Öztürk in terms of number of
citations received within the EKC literature, the small block of authors that he belongs
to appear to remain the most central and influential. We can see that all other blocks
have a strong tendency to cite A, and that A is in fact the only block that enjoys this
level of centrality. Another indication of this asymmetry is the more casual observation
that Öztürk cites Stern’s papers thirteen times, whereas Stern does not cite Öztürk at
all.

In table 4 we present a set of metrics for the blocks, that are not of a topological
nature. This means that the distinctions that these metrics provide are not implied by
the networks structure, and therefore help to strengthen the hypothesis that these blocks
do indeed correspond to different cultures within EKC research. Blocks A and then B
have a low ratio of positive results in comparison to C and D. The ratio of negative
results is more similar across blocks, except for A. There is also a clear difference in
endogamy, with both C being more endogamic than A and D more than B. Interestingly,
block E appears to be a middle ground between A+B and C+D in all metrics, as well
as in its topological insertion in the citation network. This highly regional block might
be influenced by the two main cultures.

The temporal aspect is also of interest. Considering the mean year of publication
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Towards the next frontiers. 

• assimilative social influence  
(interaction increases similarity)  

• similarity bias  
(the other way around: similarity influences interaction)  

• repulsive influence  
(usually combining assimilation with repulsion) 

• yet...

Garimella et al., 2016, inter alia

social influence may reinforce similarity

yet 

social influence may reinforce divergence


