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An outline

ÅA personal (biased) perspective
ïNot comprehensive; usual disclaimers!

ïData mining perspective
ÅCompletely ignores parallel developments in 

combinatorial pattern matching, bioinformatics, 
network science

ÅBit of history

ÅSome applications

ÅA bit of the present & future é



Are humans inherently good at 
pattern mining? Is there a pattern?



Pattern or Illusion?



Pattern or Illusion?



Pattern Mining: Distant Past

ÅHumans have always been doing pattern 
mining (?)
ïObserving & predicting nature
ÅThe terra - firma (flora, fauna)

ÅThe heavens (climate, navigation)

ÅHumans generally good at pattern recognition
ïIllusion vs. pattern?

ïWe see what we want to see! ( bias)

ïRestricted to  the ñnaturalò 

dimensionality: 3D



Pattern vs. Chance

Dog is not the pattern; the black patches are!
But is that an interesting pattern?



What is a pattern?

ÅRepetitiveness
ïBasically depends on counting

ÅInterestingness
ïAvoid trivial patterns

ÅChance occurrences
ïUse statistical tests to weed these out

ÅRarity
ïLeave to anomaly detection



Pattern Mining: The Past
ÅIn the beginning it was market baskets, 

and it was all diapers & beer é

ÅOr was it?



Itôs all about sets
ÅCirca 1993: Agrawal , Imielinski & Swami 

introduce the concept of association rules & 
frequent itemsets for market basket data
Å1994: The classic method ñApriori ò is 

proposed by Agrawal and Srikant (AS)
Å1994: Mannila , Toivonen , Verkamo (MTV) 

propose levelwise method
Å1995: AS and MTV combine 

their independent methods
ÅAnd a revolution is born!



But there is moreé

ÅCirca 1982: Wille invents formal concept 
analysis (FCA)

ÅCirca 1988: Luxenburger introduces the 
notion of ñpartial implicationsò which are 
essentially association rules without the 
frequent part

ÅCirca 1998: Marriage of Association Rules and 
FCA: frequent closed itemsets are born
ïIndependently by 
ÅZaki & Ogihara (DMKDô98)

ÅPasquier , Bastide , Taouil , Lakhal

(BDAô98; in Hammamet !)



Other noteworthy events
Å Alternative Algorithmic Paradigms
ïVertical tidsets (ECLAT) by Zaki et al, 1997

ïFP- Growth by Han et al, 2000

ÅMaximal itemsets
ïBayardo , 1998 (also mentioned in Zaki et al, 1997)

Å Summarization
ïClosed itemsets (ZO & PBTL, 1998)

ïFree sets ( Boulicaut , Bykowski , Rigotti , 2000)

ïMinimal Generators ( Bastide , Taouil , Pasquier , Stumme , 
Lakhal , 2000)

ïNon - derivable itemsets (Calders & Goethals, 2002)

ïActive area of research (e.g. S. Ben Yahia, EGCô10)



What about sequences?

Å1995: Agrawal & Srikant
propose sequential patterns

ïNotion of frequent sequences 

ïLevelwise method like apriori

ÅString matching & sequence 
analysis has a much older history 
in combinatorial pattern 
matching & bioinformatics



Sequence Mining

ÅMajor paradigms
ïLevelwise: ASô95

ïEpisode Mining: Mannila et al, 1995

ïVertical (SPADE): Zaki 1998

ïProjection - based ( prefixSPAN ): Pei et 
al, 2001

ÅSummarization
ïClosed sequences: Yan et al, 2003



On to trees

ÅInduced trees: Wang & Liu, 1998
ÅEmbedded trees: Zaki , 2002 

(rightmost extension)
ïSimilar candidate generation in Asai et 

al, 2002

ÅMaximal & closed trees:
ïChi et al, 2004



And then there are Graphs

ÅCirca 1994 - 1995:
ïHeuristic Search
ÅCook & Holder, 1994

ÅYoshida & Motoda , 1995

ÅFrequent Subgraphs
ïAGM: Inokuchi , Washio , Motoda , 2000 

(levelwise )
ïFGM: Kuramochi & Karypis , 2001 ( levelwise )

ïgSpan : Yan & Han, 2002 (rightmost 
extension)

ïFSM: Huan et al, 2003 (canonical matrices)
ïClosed & Maximal graphs: Yan & Han, 2003; 

Huan et al, 2004, respv .



Taming of the Morphs

ÅChallenge of isomorphisms

ÅHow to detect duplicates?

ïGraph Isomorphism

ÅHow to count occurrences?

ïSubgraph Isomorphism



Candidate Generation
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Support Counting
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Grand Unified Theory?

ÅData Mining 
Template Library
ïGeneric data 

structures & 
algorithms

ïGraphs, Trees, 
Sequences, Itemsets

ïOpen - source; 
downloaded over 
5300 times from 
dmtl.sourceforge.net

ïDMKDô08

not connected
unique labels

connected
directed
acyclic

in - degree <= 1
out - degree <=1

connected
directed
acyclic

in - degree <= 1
ordered

BA C D
SET

BA A D

SEQUENCE

D

A C

A B

TREE

D

A C

A B

GRAPH

connected



Property Tree (Extensible)



Whatôs good about 
frequent pattern mining?

ÅFundamental exploratory mining task
ÅVery efficient algorithms 

for counting
ÅFast counting a basis for advanced 

statistical methods
ïBoth Frequentist & Bayesian

ÅPatterns a basis for advanced kernel 
methods
ÅVaried applications:

examples from bioinformatics



Structured Sequence Motifs

ÅJumping Genes: LTR Retrotransposons
ïTy1 Copia Motif in A. thaliana
ïTNGA [12,14] TWNYTNNA[ 19,21]

TNTMYRT [4,6] WNCCNNNNRG
[72,95] TGNNA [100,125]
TNTANRTNRAYGA

ÅComposite Regulatory Patterns
(Transcription Factors)
ïUASH - URS1 cooperative factors in 

Saccharomyces cerevisiae (Yeast)
ïInvolved in early meiotic expression during 

sporulation
NNDTBNGDWGDNNDH [5,179] WBRGCSGCYVW

AMBô06


