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An outline

A A personal (biased) perspective
I Not comprehensive; usual disclaimers!

| Data mining perspective

A Completely ignores parallel developments in
combinatorial pattern matching, bioinformatics,
network science

A Bit of history

A Some applications
AA Dbit of t




Are humans inherently good at
pattern mining? Is there a pattern?
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Pattern or lllusion?




Pattern or lllusion?




Pattern Mining: Distant Past

A Humans have always been doing pattern
mining (?)
I Observing & predicting nature
A The terra - firma (flora, fauna)
A The heavens (climate, navigation)

I lllusion vs. pattern?
I We see what we want to see! ( bias)
I Restricted to t he

dimensionality: 3D




Pattern vs Chance

Dog is not the pattern; the black patches are!
But is that an interesting pattern?



What Is a pattern?

A Repetitiveness
| Basically depends on counting

A Interestingness
I Avoid trivial patterns

A Chance occurrences
I Use statistical tests to weed these out

A Rarity
| Leave to anomaly detection




Pattern Mining: The Past

A In the beginning it was market baskets,
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A Or was it?
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A Circa 1993: Agrawal , Imielinski & Swami
iIntroduce the concept of association rules &
frequent Itemsets for market basket data

A1994: The <c | as &priori dneit sh o«
proposed by Agrawal and Srikant (AS)

A 1994: Mannila , Toivonen , Verkamo (MTV)
propose levelwise method

A 1995: AS and MTV combine B
their iIndependent methods s
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A And a revolution is born! % e i
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But t her e 1 s

A Circa 1982: Wille invents formal concept
analysis (FCA)

A Circa1988: Luxenburger introduces the
noti on of npartial 1T mplic
essentially association rules without the
frequent part

A Circa 1998: Marriage of Association Rules and
FCA: frequent closed Iitemsets are born

I Independently by
A Zaki & Ogihara ( DMKD®d 9 8) @
A Pasquier , Bastide , Taouil , Lakhal

( BDAO6 W8Hammamet )




Other noteworthy events

A Alternative Algorithmic Paradigms

I Vertical tidsets (ECLAT) by Zaki etal, 1997

I FP- Growth by Han et al, 2000
A Maximal itemsets

I Bayardo , 1998 (also mentioned in Zaki et al, 1997)
A Summarization

I Closed itemsets (ZO & PBTL, 1998)

I Free sets ( Boulicaut , Bykowski , Rigotti , 2000)

I Minimal Generators ( Bastide , Taouil , Pasquier , Stumme
Lakhal , 2000)

I Non - derivable itemsets (Calders & Goethals, 2002)
I Active area of research (e.g. S. Ben Yahia, EGC010)



What about sequences?

A1995: Agrawal & Srikant .
propose sequential patterns QD s

I Notion of frequent sequences ."‘\‘ . i’.ﬁ'

I Levelwise method like apriori

A String matching & sequence
analysis has a much older history

In combinatorial pattern /457
matching & bioinformatics “é%



Sequence Mining

A Major paradigms
i Levelwise: AS095
I Episode Mining: Mannila et al, 1995
I Vertical (SPADE): Zaki 1998

I Projection - based ( prefixSPAN ): Pel et
al, 2001

A Summarization
I Closed sequences: Yan et al, 2003
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On to trees

A Induced trees: Wang & Liu, 1998

A Embedded trees: Zaki , 2002
(rightmost extension)

I Similar candidate generation Iin Asal et
al, 2002

A Maximal & closed trees:
I Chietal, 2004




A Circa 1994 - 1995:

I Heuristic Search
A Cook & Holder, 1994
A Yoshida & Motoda , 1995

A Frequent Subgraphs

i AGM: Inokuchi , Washio, Motoda , 2000
(levelwise)

I FGM: Kuramochi & Karypis , 2001 ( levelwise)

I gSpan: Yan & Han, 2002 (rightmost
extension)

I FSM: Huan et al, 2003 (canonical matrices)

I Closed & Maximal graphs: Yan & Han, 2003;
Huan etal, 2004, respv.




Taming of the Morphs

A Challenge of isomorphisms
A How to detect duplicates?

I Graph Isomorphism
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A How to count occurrences?

I Subgraph Isomorphism




Candidate Generation

B &

(G1)

Graph Database, D, 7™" = 2

®» © © © (@
Frequent one-edge pattern, 7

Graph isomorphism




Support Counting

Graph
Database

Parent Graph 53/2
Subgraph
Candidate /somornphism G3
Graph resting

If frequent

Costly for large Cr
datasets, large graphs,
small support



Grand Unified Theory?

A Data Mining
Template Library

Generic data
structures &
algorithms

Graphs, Trees,
Sequences, Itemsets

Open - source;
downloaded over
5300 times from
dmtl.sourceforge.net
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Property Tree (Extensible)
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What 0s good ab
frequent pattern mining?

A Fundamental exploratory mining tas
A Very efficient algorithms
for counting

A Fast counting a basis for advanced
statistical methods

I Both Frequentist & Bayesian
A Patterns a basis for advanced kernel

methods
A Varied applications:
examples from bioinformatics




Structured Sequence Motifs

A Jumping Genes: LTR  Retrotransposons
I Tyl Copia Motifin A. thaliana
I TNGA [12,14] TWNYTNNA[ 19,21]
TNTMYRT [4,6] WNCCNNNNRG
[72,95] TGNNA [100,125]
TNTANRTNRAYGA
A Composite Regulatory Patterns

(Transcription Factors)
I UASH - URS1 cooperative factors in
Saccharomyces cerevisiae (Yeast)

I Involved in early meiotic expression during
sporulation
NDTBNGDWGDNNDH [5,179] WBRGCSGCYVW
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